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TWO-DIMENSIONAL PARTITIONING OF YIELD VARIATION:
A CRITICAL NOTE

ABSTRACT

The Two-Dimensional Partitioning (TDP) of Yield Variation is a method for studying a response variable (usu-
ally yield) as affected by successive traits contributing to it (first direction) and treatments (second direction).
Many authors have found its usefulness, especially in plant breeding, but also in other agricultural and horticul-
tural investigations. Since now, no disadvantages of the method have been pointed out. The objective of this paper
is to discuss the statistical appropriateness of the TDP method. Two general problems are introduced, i.e., (1) em-
ploying sums of squares from ANOVA as factor effects, and (2) dealing with so-called cross-products, which
cause that the TDP table is, actually, quite often very hard or even impossible to interpret. The author points out
that inference based on TDP may be false and may lead to erroneous conclusions.

Key words: analysis of variance, Gram-Schmidt orthogonalization, sequential yield analysis, two-dimensional
partitioning.

INTRODUCTION

The Two-Dimensional Partitioning of Yield Variation (abbr. TDP) is a statistical
method proposed by Eaton et al. (1986) to provide an overall view of yield forma-
tion in terms of affecting yield by both treatments and yield components. It joins
two basic and common statistical approaches to studying this process, namely mul-
tiple regression analysis, which deals with effect of plant and crop traits on yield,
and analysis of variance, which deals with effect of treatments (controlled by an in-
vestigator) on yield. Moreover, the method applies a so-called ontogenetic ap-
proach to multiple regression, in which it is assumed that the traits develop in an
ontogenetic order, which in turn results in a specific form of the cause-and-effect
relationships between the components (Go³aszewski et al., 1998). Such assumption
brings about a specific approach to the regression analysis; it is, in fact, a specific
forward regression in which the variables are added into the model in the
ontogenetic sequence assumed (M¹dry et al., 2005). From the calculation point of
view, the regression model is estimated for predictor variables under study trans-
formed via the Gram-Schmidt ortogonalization (cf., e.g., Winer, 1971). From a bio-
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logical and physiological point of view, in many cases such an approach to plant
development is commonly accepted (for concise but convincing discussion see,
e.g., Dofing and Knight, 1992).

Eaton et al. (1986) developed TDP to assess determining yield by its multiplica-
tive components and treatments. They used logarithmic transformation to obtain an
additive model instead of the multiplicative one. In other analyses, in which inves-
tigated traits are not multiplicative components, the method also can be useful, but
the logarithmic transformation should not be used. In the opinion of Go³aszewski
(1996), even in yield component analysis this transformation can be omitted; in-
stead of yield components, so-called primary characters (Sparnaaij and Bos, 1993),
which are ratios of the primary characters (Sparnaaij and Bos, 1993; Go³aszewski,
1996; Kozak and M¹dry, 2004), are then used.
TDP procedure aims at partitioning the total yield variation into increments
of variation due to successive traits (first direction) and treatments (second
direction) (Eaton et al., 1986; Go³aszewski, 1996). This partitioning is done
for both sums of squares from ANOVA and their percentage contribution to
total yield sum of squares.

Many investigators have found the TDP method very useful in various plant
breeding, horticultural and agronomical experiments (e.g., Go³aszewski et al.
1996, 1998; Spaner et al., 2000, 2001; Bowen and Kliewer, 1990; or Shamaila et
al., 1992; etc.). Go³aszewski et al. (1996, 1998) claimed that TDP is useful in deter-
mining characters that are the most important in yield formation and hence should
be considered in plant breeding programs. In the opinion of Go³aszewski et al.
(1996), the statistical and interpretational simplicity and clarity of TDP makes the
method very helpful in breeding (e.g., in plant breeding field trials with new
cultivars; Go³aszewski et al., 1998) and other agricultural investigations. Akwilin
Tarimo (1997) used the TDP method to investigate a physiological response of
groundnut to agronomic practices. He claimed that TDP was intensively applied,
especially by plant breeders and plant physiologists, to identify traits useful for
crop yield improvement; he found the usefulness of the method in understanding
plant allometric relationships under different cultural practices. Finally, the main
advantage of TDP lies in its condensation (Eaton et al., 1986).

Although so many good opinions on the TDP method have been given, several
questions regarding its correctness arise and make the usefulness of the method dis-
putable. Since now, no drawbacks of the method have been provided in the litera-
ture. The objective of this paper is to criticize the statistical appropriateness and
interpretational utility of the Two-Dimensional Partitioning of Yield Variation.

TDP METHOD

Statistical basis of the method was described in several papers, see, e.g., Eaton et
al. (1986), Go³aszewski (1996), or Go³aszewski et al. (1998). Probably the most
thorough description is given by Go³aszewski (1996); hence, we shall introduce
just a general but not detailed description of the method. For details, see the papers
mentioned.
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The biological sequence of the investigated traits has to be assumed at the outset.
If there is no unequivocal evidence that the traits develop sequentially, the TDP
method should not be used.

Consider the set of variables (XT, Y), where X=(X1,…,Xp)
T is the set of k predictor

variables (in their assumed sequence in the plant ontogenesis) and Y is the response
variable, i.e., yield (usually). Consider an n-element sample (Xi

T, Yi)
T, i=1,…,n,

originating from a factorial experiment. Provided that the classical assumptions of
multiple linear regression analysis and analysis of variance (cf., e.g., Quinn and
Keough, 2003, sec. 6.1.7 and 9.2.8) are fulfilled, the multiple linear regression
analysis for the model E(Y|XT) and the p+1 analyses of variance can be evaluated
for the sample data.

Calculations in the TDP procedure can be presented in the following general
steps (e.g., Eaton et al., 1986; Go³aszewski, 1996; Go³aszewski et al., 1996):

(1)Transform the original traits X1,…,Xp via the Gram-Schmidt
orthogonalization (Winer, 1971), to obtain p+1 orthogonal (stochastically in-
dependent) variables Zi, i=1,…,p+1; (the last orthogonal variable, Zp+1, is the
residual variable from the model E(Y|XT)). Let Z=(Z1,…,Zp+1)

T.
(2)Estimate the linear regression model E(Y|ZT).
(3)Scale the variables Zi, i=1,…,p+1, i.e., multiply their sample values by the

corresponding partial regression coefficient obtained in step 2.
(4)Conduct p+2 analyses of variance, (appropriate for the design of the experi-

ment,) for all scaled orthogonal variables and yield.
(5)On the basis of the results of the regression and ANOVA analyses, construct

two two-dimensional tables, first one based on sums of squares from ANOVA,
and second one on proportions (in per cents) of these sums of squares in total
yield sum of squares.

(6)Statistical significance in the last row of the table originates from the regres-
sion analysis, and in other cells of the table (besides residual row, obviously)
from ANOVAs.

The tables constructed in steps 5 and 6 provide information on affecting yield by
both directions, i.e., by contributing successive traits and by treatments and error.
(Usually, only the second table is taken into account in the interpretation.)

The TDP method has been intensively used in horticulture investigations (e.g.,
McArthur and Eaton, 1988; Freeman et al., 1989; Bowen and Kliewer, 1990;
Shamaila et al., 1992), plant breeding (e.g., Go³aszewski et al., 1996, 1998, 2001),
and other agricultural experiments (Go³aszewski et al. 2000; Spaner et al., 1996,
2000, 2001).

DISCUSSION ON TDP

Two main problems regarding appropriateness of the TDP method arise. Let us
examine them in detail.

Employing of sums of squares

In TDP, sums of squares (SSs) from ANOVA are used to assess the contribution
of each cell (source of variation × orthogonal variable) to the total yield variation.
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This is a very disputable approach, since sums of squares from ANOVA may not be
used as comparable coefficients of treatments contribution to variation in the de-
pendent variable (so-called factor effects; Quinn and Keough, 2003, p. 188). In
a case of random effects, variance components may be considered as such factor ef-
fects. Unfortunately, in a case of fixed factors this is not the case. Several forms of
the factor effects, so-called proportion of explained variance PEV (Quinn and
Keough, 2003, p. 190), in the case of fixed models were proposed; e.g., ù2 (Hays,
1994) or Cohen’s effect size f (Cohen, 1998). Quinn and Keough (2003, p. 191)
propose to use the mean squares from ANOVA. They are useful for a particular
analysis, but still are incomparable between different analyses (Quinn and Keough,
2003, p. 191).

Returning to the sums of squares, they are incomparable between both different
sources of variation and different ANOVAs. It is mainly because of different de-
grees of freedom on which they are based. Unfortunately, SSs are sometimes used
as a factor effects measure (besides the papers with TDP, see, e.g., Panayotova and
Valkova, 2003), but such an approach is incorrect from a statistical point of view.

Occurrence of cross-products

In the TDP method, so-called cross-products for each source of variation occur in the
TDP tables (they are usually denoted XXd, where d corresponds to a dth source of vari-
ation). Sometimes they are not explained (e.g., Akwilin Tarimo, 1997), sometimes
treated as compensation (product terms) (Shamaila et al., 1992; Spaner et al., 2000,
2001), or as the possible interaction between components (Go³aszewski et al., 2001).
The fathers of the method, Eaton et al. (1986), provided that cross-products are an
embracement of all possible interactions between treatments and component pairs. The
same explanation gave Go³aszewski et al. (1998). It means that treatments may have
opposing effects upon components of a pair, which both contribute in the same (posi-
tive or negative) direction to yield (Eaton et al., 1986).

In what follows, ignoring cross-products effect on interpretation is disputed. Unfor-
tunately, it is a common procedure: To infer from TDP without considering
cross-products, even in spite of their large values.

May occurrence of cross-products cause any problems in interpretation? First, let us
go through some of their properties. Their sum is equal to zero (as well as the sum of all
SSs from the TDP table). Certainly, column values (SSs or percents) for the sources of
variation sum up to the corresponding total (SSs or 100%) from the last row; it is
known from ANOVA. But the SSs related to a particular treatment for orthogonal vari-
ables (, where A is the treatment, k=1,...,p+1) do not sum up to the SS for this treatment
and yield (SSY). The cross-product XXA for a treatment A is equal to:

How are we to interpret a cross-product? Let us look at some examples from the
literature.

Eaton et al. (1986), the fathers of TDP, presented the method for cucumber yield
components (all variables were considered in log scale): stem length/plant, leaf
area/leaf, fruits/leaf area, and weight/fruit. The experiment consisted of only oxy-
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gen treatment (hence, there were two sources of variation, namely the treatment
and error). Yield was significantly affected by the oxygen treatment and by fourth
and fifth component. Only fourth component, fruits/leaf area, was affected by the
treatment, unlike the other ones. The cross-products for the treatment and error
were negligible (–0.002 and 0.002%, respectively), hence, in fact, they did not
affect the interpretation.

However, how could we interpret a situation in which cross-products values are
large? It is possible to obtain much larger cross-products for one or more treatments
than the corresponding sums of squares for yield, i.e., XXA > SSY,A (when treatment
A is taken into account). Such a situation can occur especially in multifactor experi-
ments. For instance, in an investigation on quality attributes of some strawberry
cultivars, Shamaila et al. (1992) studied affecting overall fruit quality by several in-
dependent variables (quality attributes) and factors: year (Y), cultivar (C), judge
(J), replicate (R), and factors interactions. SSY,C (i.e., sum of squares for overall
quality attributes as the response variable, and cultivars as a source of variation)
was 1.1, whereas the corresponding cross-products was XXC=18.6. This is the very
large difference; it resulted from the large SS for the residual variable. Actually,
this problem disturbs one of the directions of the interpretation, the one related to
treatments and their influence on the dependent and orthogonal independent
variables.

In an investigation by Spaner et al. (2000) on winter wheat yield studied as af-
fected by yield components, for one of cross-products the authors obtained a per-
centage value 43%! This lack of 43% in one row is probably not possible to
interpret. In almost all multifactor investigations, cross-products occur and there is
no way to forget them when interpreting the results.
concluding remarks

The objective of the TDP method is to partition the yield variation into two direc-
tions, one due to treatments and second due to traits. A method enabling this would
be very useful in many plant breeding, physiological, agronomical, and other agri-
cultural investigations. Unfortunately, it was proofed in this paper that the TDP
method has two drawbacks that make it provide false interpretation; those draw-
backs are employing of sums of squares from ANOVA and occurring of
cross-products. Even if cross-products values are negligible, use of sums of squares
as factor effects cause that the TDP method should not be used because of errone-
ous interpretation and conclusions. In fact, the two described problems are related
because, as it was mentioned, the ANOVA’s sums of squares are not comparable
between different studies; in fact, this is performed on the basis of a TDP table:
comparing the SSs for different variables. They are also incomparable for
a particular study (i.e., for treatments); it is also done in TDP.
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